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Abstract

This paper investigates the effect of NIRP on basik taking. Using a sample of 2371 banks in 33
OECD countries for the period 2012-2016 and a diffee-in-differences methodology, we find that
the amount of bank risky assets contract aftenrtipgfementation of negative interest rate policies.
The controversial impact of negative interest ragestronger for banks that are large, poorly
capitalised and operating in competitive marketsm@rsely, only banks with high capitalization and

operating in non-competitive markets experiencerégio rebalancing towards risky asset.
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1. Introduction

The global financial crisis of 2008-09 resulted the worst economic recession in advanced
economies since the 1930s. Central banks initi@gponded by reducing policy interest rates
sharply. When these rates approached zero witlheut tbeing the hoped-for recovery in nominal
spending, many central banks (CBs) experimentell aviainge of unconventional monetary policies
(UMPs) to provide further stimulus, including: largcale asset purchases (LSAPS) to raise asset
prices and increase the supply of bank reservegeted asset purchases to alter the relative poices
different assets (mostly impaired assets, as restite financial crisis), and forward guidance JFG
to communicate about its future policy rate patie &ffectiveness of these policies in raising n@inin
spending has been at the centre of a vigorousypahd academic debate with no clear consensus
emerging. In any event, for many countries the wm@monomic environment has remained
challenging.

In this context, since 2012 six European econorfiEsimark, the Euro area, Hungary, Norway,
Sweden and Switzerland) and Japan have taken uewtioral monetary policies a step further by
introducing negative interest rate policy (NIRP)mad at additional monetary policy
accommodatioh The primary objective of NIRP in the adopter doi@s was to stabilize inflation
expectations and support economic growth, thoughnizek and Switzerland aimed also at
discouraging capital inflows to reduce exchange agipreciation pressures (see Jobst and Lin 2016).
Support for the real economy was expected to coome & greater supply and demand for loans, with
loan supply increasing as banks ran down theig€laexcess reserve balances, and loan demand
increasing in response to a further fall in lendiatgs.

As for UMP more generally, NIRP has fuelled debatethe likelihood that it would be successful
(see, for example, Arteta et al. 2016; Ball et28l16; Jobst and Lin 2016). The key issues to be
addressed concerned its efficacy and its limitatiorstimulating economic growth and inflation, its
effect on the exchange rate and the problems ok peofitability and bank risk-taking that can
threaten financial stability. Regarding the lasnpahe risk-taking channel of monetary policygse
Borio and Zhu, 2008) suggests that, during peridldw and negative interest rates, banks engaged
in riskier activities through portfolio reallocatiand ‘search for yield’(Rajan, 2005). This cardlea
to the promotion of asset bubbles in the housirdylmnd markets altering bank risk-tolerance and
risk-perception. In other words, cheap central tsmifiknd could led to an underestimation of the

intrinsic risk of any investment. On the other hamécroprudential policies have made enormous

1 See Bech and Malkhozov (2015) for a discussidh@fmplementation mechanisms of NIRP in the adgptbuntries.
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efforts to reduce moral hazard and to enhancesthe-in-the-game’ effect preventing banks to take
excessive risks (De Niccolo et al. 2010). Furtheendiquidity injection via central banks
unconventional monetary policies could have aatetthé opposite way, helping banks deleveraging
and cleaning ‘after-crisis’ deteriorated balanceetf allowing them to switch from risky to safe
assets. Hence, in a period characterised by westoetc prospects, deteriorated bank balance sheets
and tight regulations, the effect of low and negainterest rates on bank risk taking may be not

unidirectional, as suggested by the risk-takinghcled, but could rather lead to a possible reduction

In this paper, we investigate the effect of NIRPbamk risk taking. We use NIRP for two main
reasons. First, negative interest rates provoladlazer reduction in the policy rates (already fow
UMP) creating incentives for ‘searching for yiel@econd, by charging excess reserves, NIRP
motivate banks to employ the excessive liquiditydther assets, among which, risky assets. For this
purpose, we employ a bank-level database compr&ridj banks in 33 OECD countries for the
period 2012-2016 and a difference-in-differencethm@ology. This methodology allows us to draw
conclusion as to whether banks’ risk taking in Nii®pter countries were impacted differently than
countries that did not adopt the policy. Moreovepermits us to analyse both macroeconomic and
bank-level factors that affect risk taking in thecharted territory of NIRP. We find that the amount
of bank risky assets contract after the implemesntaif NIRP. This effect appears to be stronger for
banks that are large, not strongly capitalised @uefrating in competitive markets. Our data seems
also to indicate that risk increases only when bamkve high capital buffer and operate in non-
competitive environment.

The paper proceeds as follow: section 2 contaithsep review of the academic literature, section 3
presents the methodology implemented while seeimnthe data overview. Section 5 discusses the
empirical results of our study. Finally, sectiorp@sents our main conclusions and future policy

implications.

2. Literaturereview

Since the collapse of the US real estate mark&d@7 and the beginning of the global financialisris

(GFQC), the link between low interest rates and bargk-taking has been at the centre of a vigorous

academic debate. In this regard, Borio and Zhug&2€@teorized the existence of the so-called “risk-

taking channel” in the transmission mechanism tiindethe relation that could bind expansionary

monetary policy and increase bank risk-taking. Tdhannel operates in (at least) two ways. First,

low and negative interest rates on securities rat#ivanks to switch to riskier assets to meet the
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nominal return of their liabiliti€gsee also Rajan, 2006; Brunnermeier, 2001). Securtsion policy
rate can boost bank profits through valuation gamsecurities and increasing asset prices (see als
Adrian and Shin, 2010). However, there is no acadewnsensus on the net effect of low interest
rates on banking behaviour and increasing risk-aolee.

A recent literature appears to strongly supporidlea that accommodative monetary policy leads to
increase in risk-taking. Angeloni et al. (2010) dsstrate empirically that the risk-taking channel
works in both ways. When interest rates raisejliteds become more expensive inducing banks to
deleverage and reducing the size of their riskgtasg herefore, raising rates seems to lower risk-
taking. Delis and Kouretas (2011) use a large datfsactives banks of the euro-area during the
period 2001-2008. Using NPL ratio and Risky Assels measures of banks’ riskiness, they find
evidence of strong negative relation between @Ay and interest rates. Altunbas et al. (2014)
utilizing the expected default frequency (EB&)listed banks from 16 OECD countries (1998-2008)
observe an increase of banks’ default probabilityray long period of low interest rates. lannidou e
al. (2008), employing Bolivian banks data during geriod 1999-2003, shows that, in a low interest
rate environment, the average default rate of iegdbans drops while, at the same time, the risk
associated with new loans increases. Using a urdgtabase of 23 million loans from Spain (2008-
2012), Jimenez et al. (2014) register a similaraotpn loans credit rating granted before and after
cut in ECB overnight rates. While all banks concedare loans when the policy rates are low,
empirical results seems to show a “skin-in-the-gaffiect™, where less capitalized banks push to
grant riskier loans, probably because they hawttelse in case of failteDe Niccolo et al. (2010)
observed that bank with a high franchise valueadbel discouraged in gamble for resurrection, even
when interest rates drop.

In this regard, different authors highlight theerof regulation in preventing excessive risk-takiyg
imposing capital standards to intermediaries. Bpleging US Banks quarterly data from quarterly
Call Reports and Federal Reserve Bank Lending $U2@06-2008), De Niccolo et al. (2014) find
that when the real funds ratdrops, average internal credit risk rating andklaRWA-density

2 Generally, in economic theory is considered veffiadilt for banks to apply negative rates on custosh deposit.
furthermore, in some country liabilities are linkeda legal guaranteed minimum nominal return, Gambacorta; 2009).
3 They defined risky assets as the assets subjattaioge in value due to changes in market conditmnchanges in
credit quality at various re-pricing opportunitigstal assets less cash, government securitiebaladces due from other
banks).

4 Expected default frequency captures the probglfita firm to default in the next 12 months. EDdfs provided by
Moodys.

5 See Keeley, 1990.

6 This is caused by asymmetric compensation streatfibank managers. Top-managers take part totprbfiough
bonus but do not participate to losses.

"Defined as effective federal funds rate less thsamer price index inflation rate.

8 The ratio of bank’s risk-weighted assets to tataets.



raises. However, the authors also appointed tleagffiect is more complex, impacting banks that are
more capitalised. In-line with the previous stubgll’Ariccia et al. (2011) observe that, when the
money conditions get eased by the central bank,capltalized banks increase leverage and reduce
credit risk monitoring. Agur and Demertzis (201@nfirm this substitution effect on banks’ debt
caused by monetary policy decisions. Nonetheldssy underline the role of the regulator in
preventing friction during protracted periods ofvleates. Maddaloni and Peydro (2011) employ
confidential Bank Lending Survey (BLS) for the Ewnea countries (2004-2008) and of the Senior
Loan Officer (SLO) Survey for the U.S (1991-2008)df strong evidence that low short-term rates
soften lending standards producing a raise in tresk. This effect is stronger with lacking
supervision.

Other studies focus on bank characteristics thatff@ct bank risk-taking. Buch et al. (2011) using
prices, volume and riskiness of new loans for UBK81997-2008), find no evidence of increased
risk-taking when Fed rates decrease and houses mise for large domestic banks. However,
foreign banks lower their risk exposure while dotiedsanks grant riskier loans. Baghat et al. (2013)
employ annual accounting data on all U.S. commkbaaks, investment banks and life insurance
companies over the decade 2002-2012, observe ithdinkncial institutions are less risk adverse
than small banks.

In the last few years, the negative consequencéiseoGFC and its international spill overs gave
impulse to policy-makers to intervene on marketdibtons and structures in order to restore
confidence and provide the optimal conditions foprampt and sustained economic recovery.
Financial authorities were pushed to upgrade réigniframework (Basel 3, 2010) reducing bankers’
moral hazard and raising up financial soundnesstefmediaries. At the same time, policy-makers
were motivated to employ tools never used previousithe form of Unconventional Monetary
Policies (UMP) such as: quantitative easing (QByward guidance and negative interest rate polic
(NIRP) to provide further stimulus to constantlyakeeconomi€’$. NIRP, in particular, has been
often implemented by CBs in recent years to imptbeeeffect of others (current or past) expansive
policies charging banks for holding excesses reseat the central banks.

The aim of such unconventional tools is to lowargderm interest rate expectations. However,
academic discussions outline that, when interéesrgo toward/below zero, they can affect bank’s

balance sheet profitability and risk.

9 Generally, in the form of Asset Purchase Prograrikeethose carried out by Fed, ECB in the last f@ars.
10 About UMP effectiveness see Joyce et al. (2013mkiacorta et al. (2014).



Analysing QEs experiences in the US, UK & Japamy€$ and Darvas (2015) do not verify big
changes in credit standards applied to b¥niksggesting that a correct and balanced regulation
limit excessive recourse to leverage in the finangector. On the other hand, using loans data from
US syndicated loan market, Aramonte et al. (20b®wsthat, when longer-term interest rates are
exceptionally low and investors expect to stay fowlong, financial institutions concede loans to
riskier borrowers. This effect can lead to growtitthe credit risk level of the financial system and
appears to be stronger with non-bank intermediafge® also Chodorow-Reich, 2014). Same
conclusion is reached by Kandrak and Schlusche7(2@Dbllowing the extra-liquidity provided by
the Fed Asset Purchase Program (APP), the autlhser\@ a general increase in loan supply with
riskier loans growing quicker. Baldo et al. (20&anplysed the APP of ECB showing that the money
injection resulted in a high rate of liquidity reten by banks. The authors appoint that the ris&ell
capital requirements could constrain banks to alending on the inter-bank market preferring to
hold reserves at the B Finally, Nakashima et al. (2017), investigatiaganese bank loans during
the period 1998-2015, find that UMPs stimulate legdo riskier firms from banks with a high
leverage.

While studies demonstrate that monetary policyoisneutral from a stability prospective, there are
also a limited number of studies that focus spedlify on banks’ riskiness in a very low interegera
environment. Recently, Heider et al (2017) certified an inseeaf riskiness of syndicated loans in
Europe (2013-2015) after NIRP introduction by tHeBEin 2014, where the effect is stronger for
high-deposit banks. Nucera et al (2017) use SRiskdetermine whether the ECB deposit facility
rate cuts into negative territory interacted witimks soundness. Panel regressions of European banks
show an improvement in large banks risk positiohjlevsmall banks funding principally with
customer deposits are perceived as riskier. Hdyath, studies evidence that bank’s characteristics
are important variables of bank behaviour and NiRRsmission. Arteta et al (2018), use CDS of

listed banks as variable of riskiness to observangimg after Central Banks announced NIRP-

11 Banking surveys conducted by central banks inchrdindicator, namely the change in credit stangjasthich shows
the share of banks that tighten/ease credit stdadar

2 “The investment of excess liquidity might be coasted also by risk-based capital requirementssémured and
unsecured funding, since, whenever a bank lendsynon the interbank market, it builds up an expesawards its
counterparty, which is subject to a capital chaniih varying degrees of risk weights, while excégsidity is not.
Following this rationale, capital requirements ntiglso be a reason for the concentration of eXiegsislity at a country
level as the environment of low interest rates reake expected return from some kinds of invests@ny. unsecured
overnight lending) not worth the capital cost dted’.

13 Part of the literature focused on NIRP effect ogt Mterest Margin (NIM). Borio et al. (2017) empldata from
international banks over a 1995-2012 period, disdog an erosion of profitability caused by unuspatiods of low
rates: in the long run this suggests possibledaiffies for banks to raise capital and remunerhégeholders (see also
Molyneux et al. (2017); Jobst and Lin (2016)).

14 See Brownlees, C. T. and R. Engle (2017).



introduction in different economies. The authorseagthat NIRP could affect financial stability
reducing banks’ profits but found inconclusive endes on bank excessive risk-taking.

There are general concerns on low interest ratshiéis been going on for some time. Moreover,
NIRP, with its capacity of pushing real interesesbelow zero, is a fully-new event that deserve
further studies. We contribute to existing literatin three main ways.

First, we deepen the risk-taking channel theorynfeofinancial stability prospective participatirgg t

a wide academic debate and, at the same time,opege a first assessment of the impact of negative
interest rates on banks risk propensity. The medmirof our results approach to a scientific
production about UMP and, in particularly, NIRPattls still small and generally concentrated only
on financial intermediaries’ performance. Moreovke reduction of risk assumed by banks showed
in our results seems to contradict the mainstrebaought that sees a direct link that bind
accommodative monetary policies and increase hiakk r

Second, we make a cross-country comparison empgj@yilarge number of banks from advanced-
economies and using a diff-in-diff methodology campg with countries that did not adopt NIRP.
This allows us to observe NIRP effect highlighttifferences with financial intermediaries operating
with different interest rate environment from otheconomies.

Third, we improved our work by looking for otherctars that could explain why the risk-taking
channel is not confirmed by our data. We performous additional tests to validate our results.
These provide more information on specific banksiracteristics and country financial features that
influence the impact of NIRP. In particular, higilting the importance of capital level on risk
decision, our work aspires to participate to tmgdadebate on implications between monetary policy
and regulatiotr. Based on our evidences, the imposition of riskghved standard seems to prevent
excessively leveraged banks to gamble for resuorgctonceding only well-capitalized banks to
search-for-yield. This suggests (once again) aeet@ttegrated work among regulators and policy-
makers. At the same time, our sample includes &ilshisystems with different degree of develop.
We intensify our analysis taking care of a furtfaator that can interact with risk diffusion: trevél

of competition. Finally, we find that the amountoaink risky assets contract after the implememiatio
of NIRP and this effect appears to be strongebémks that are large, not strongly capitalised and
operating in competitive markets. Our data seenrsdicate, symmetrically, that risk increases only

when banks have high capital buffer and operatemcompetitive environment.

151n 2016, in factBasel Committee on Banking Supervision issued statsdfor Interest Rate Risk in the Banking Book
(IRRBB) expected to be fully implemented by bank2018.
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3. Methodology

In order to assess the effect of negative inteegstpolicy on bank risk-taking, we use a differsic

in-differences methodology, widely employed to e policy changes (Yang 2017, Argimén et
al. 2017, Cerqueiro et al. 2016, Fiordelisi e816). This method allows to compare the effect on
risk taking in a treated group of banks, i.e. thebased in countries where negative interes rate
have been introduced, with a control group thatr@sbeen affected by this policy. Our baseline

model can be summarized as follows:
Y jc = a+ piTreated; ; + B, Post;; + B3 (Treatedi,j * Postj,t) + Vit + € [1]

Where Y)j: is the growth of risky assets for bank i in themioy | at the time t, Treated is a dummy
variable equal to 1 if the bank i in country j Haeen affected by NIRP or O otherwise; Post is a
dummy variable that takes value 1 in the year®valhg the adoption of the NIRP and 0 otherwise.
Since most of the countries have adopted NIRP % 2€r them the dummy variable Post takes
value 1 starting from 2012

Our main coefficient of interest &, which measures the difference in bank growth ohtasky
assets between countries that have adopted the BitlRhe ones that have maintained positive
interest rates. We also agdand ¢t in order to take into account, respectively, urobsd time-
invariant country-specific characteristics and tivaeying shocks that can affect bank risk-taking.
Following Delis and Kouretas (2011), we computearnable of interest (risky assets) as bank total
assets minus cash, government securities and dognts. The decision to use this variable relies
upon two main reasons. First, by looking at allkbassets subjected to change in value due to ckange
in market conditions and/or in credit quality, wenacapture bank portfolio rebalancing behaviours
towards riskier assets. When this variable exhjioisitive growth, it means that the amount of risky
assets grows at a faster rate than the safe #&sasks government securities and due to other banks
vice versa for the negative. Second, the growirmptieabout the reliability of risk weighted adjuste
assets as a measure of risk seems to advise agairstise to assess risk-taking. The numerous
evidences provided by both supervisory authoriies academic¢$ have documented a regulatory
arbitrage mechanism through which banks tend tdleaheir risk-weighted measures to lower their

16 Only Sweden, Switzerland and Norway have introduteghtive interest rates in 2015. For more desaiés(Jobst
and Lin, 2016)

17 see, among others, BCBS (2013); Bank of England b the point of view expressed by regulatard eentral
banks and Ferri and Pesic (2017); Arreyal., (2012); Beltratti and Paladino (2016).



capital requirements and show a greater capitajusty, especially when they use internal-rating
based models to assess credit risk (MariathasaiManeuche, 2014). Moreover, since the degree
of internal rating adoption varies across countaesording to the specific regulation and banking
systems features, as shown by Bruno et al. (2@i&)se of a risk-weighted variable may introduce
a meaningful bias, further suggesting its inadeguraassessing bank risk preference.

To control for heterogeneity among bank, we runeeosd econometric specification with the
introduction of a set of bank-specific control adies to take in account some specific bank feature

that can directly influence risk-taking. The seceednometric framework is specified as follow:
Y, it = a + Pitreated; ; + foPost;: + f3 (treatedi,]- * Postj,t) + BuXi +yitoe t & [2]

Where X is a vector of bank-specific control valésh Following the mainstream literature on the
topic, we expressly take in account several bamciip determinants of risk-taking as control
variables. Our first covariate is size (size), @gged as the natural logarithm of total assethoath

the “Too big to fail” hypothesis suggests a positrelation between size and risk-taking, several
studies argue that broader possibility for portfaliversification, along with better manageriallski
and easier funding conditions can lead an oppe$iiéet on the risk-taking (Bertay et al., 2013) In-
line with the mainstream literature, we control fianks’ capitalization, measured as the ratio of
equity on total assets (E/TA). As pointed out by tbapital channel of monetary policy” (Van den
Heuvel, 2002; Gambacorta and Mistrulli, 2004), thsponse to monetary policy impulses varies
significantly across banks, according to theireafiéint capitalization. Poorly capitalized banks face
constraints in the capital requirements that doatlotv them to increase risk-taking, as opposed to
well-capitalized, that can shift their portfoliotard riskier assets (De Nicolo et al., 2010) . Hoeve
since previous literature points out a non-clefeatfof capitalization on risk-taking, a “gamble fo
resurrection” mechanism cannot be excludaatiori. Undercapitalized banks that face constraints
in raising equity can be willing to take greatesks in order to increase earnings that, if retgined
could boost the banks capitalization in attemptoigcrease their soundness (Calem and Rob, 1999).
Banks funding structure (funding str.) can alsdui@fce in a significant way the banks’ sensitivay
changes in interest rates. Since retail depo®tmare stable and the interest rate (of depositk)er
around the zero-lower bound, the decrease in tieeeist margin due to low and negative interest
rates can lead banks to increase risk-taking ieradkeep an adequate level of profitability. D&gpo
based banks should then be more exposed to changasnetary policy compared to wholesale
banks which, on the contrary, can manage the pfitieeir liabilities more dynamically (Demirglc-
Kunt and Huizinga, 2010).



Following, among others Beck et al. (2013), Bomal &ambacorta (2017), we control for the share
of non-interest income on total income (businessleloto take in account the potential different
effect of changes in interest rates depending endifierent income structure. As pointed out by
Altunbas et al. (2012), a broader income diveratfan, corresponding to a higher relevance of fees
and commissions, can enhance bank stability assbhake lower incentives to take more risk
compared to interest income based banks, that dmufdrced to increase risky assets to compensate
the losses, in terms of profitability, caused byédo interest rates.

We also use liquidity (liquidity), proxied by thatio of liquid assets to retail deposits and stesrhs
funding, and profitability (RoA) as further contreariables. For the latter, we expressly take into
account the return on asset, computed as theafibank net income to total assets. According to
Delis and Kouretas (2011), the relation betweefitatmlity and risk taking is not clear-cut. Althgh

a stream of the literature shows greater incentisedess profitable banks to take more risks in
attempting to boost their profitability (Poghosyamd Cihak, 2011), banks with higher profitability
can benefit from additional resources to incre&sde/dending. Moreover, previous studies provide
evidence of a positive relation between liquiditglahe growth of risky assets (Acharya and Naqgvi,
2012). A grater amount of liquid assets can indeedrucial in giving banks more leeway on the
portfolio rebalancing decisions, allowing themranisfer resources to more profitable assets. It mus
be emphasised, however, that in a period of veny poofitability or characterized by a lack of
favourable investment opportunities, for instange tb the high riskiness of the potential borrowers
as well as by tightened capital requirement, evenadequate amount of liquid assets can be
associated to a risk-averse behaviour.

In order to check the suitability of differencedifferences methodolodg¥to analyse the effect of
negative interest rate policies on bank risk-takihg compliance of two requirements needs to be
checked: the parallel trend assumption and the eoadity of treatment and control groups
(Bertrand et al., 2004). While for the latter weyide further evidences in the next section, Fidure
shows the growth rate of risky assets in both éibaind control group over the period 2012-2816

In the years prior the introduction of the negaiivierest rate policy, the parallel trend assunmptio
holds. Interestingly, after the policy introductjdmanks in NIRP adopter countries have faced a
remarkable reduction in risky assets unlike the-adopter countries, whose banks have instead

maintained a quite stable growth rate of risky &ssse

18 Further falsification tests will confirm our deicia to choose a difference-in-differences methogplio our

analysis.

¥ The sample period is intentionally short. Accogdia Roberts and Whited (2013) and Bertrand €2804) the change
in the treatment group should be concentrated artheonset of the treatment. Moving away leadstabservable and
other factors that affect the treatment outcomditento omitted variable bias threatening the vgflidf the model.
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Figure 1. Average Growth of Risky Assets amongté@dred line) and control (blue line) prior and
after the introduction of NIRP.
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4 Data

Our study is based on a sample of 2731 banks f®@@BCD countries over the period 2012-2t¥16
resulting in an unbalanced panel composed of 6¢@is&rvations. More in detail, 3,576 are the
observations of banks belonging to the treatmesimyri.e. based in countries where negative interes
rate policies have been applied, while 2,736 ofesreferred to banks make up the control group. All
the bank-level variables are obtained from Orbid @@ winsorized at 1% level referring separately
to the different two groups distributions. Sinceébi@rcomprises cross-country banks that operate in
more than one country, balance sheet data cantloer ebnsolidated or unconsolidated. To avoid
concerns regarding banks that operate in moredharmountry in both treated and not treated groups,
we use bank account data that are either uncoasetiU1 and U2 codes in Orbis) or consolidated

but not with an unconsolidated subsidiary.

20 Table A.1 in the Appendix shows the dates of NiRPoductions in the different countries. We leaxé from our
sample Japan, since the NIRP was introduced or291i6.
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Table 1 reports the descriptive statistics for datated and control groups. Panel A shows the risk
measures used to assess the change in banksveishan. As previously outlined, in addition to the
yearly growth rate of risky assets, we also empi@ylog-transformation of Z-scare. Descriptive
statistics regarding bank-level information as vaslbanking industry variables are reported in Pane
B.
Moreover, in-line with previous studies that extealy point out a different effect on bank risk-
taking according the structure of the financialtey®?, in a further robustness check we expressly
take into account the degree of market competitiogach country. Following Schaeck and Cihak
(2014), we use the Boone indicator, definable as#nsitivity of profits to change in marginal st
in order to distinguish between competitive and-nompetitive banking systeits Furthermore,
since the relation between concentration and catigets ambiguous, as suggested by Claessens
and Laeven (2004), we also take into account treentration of the banking system among
different countries through the use of the Herfidalirschman indeX.

[Insert Table 1 here]

5. Empirical Results

The results from estimating [1] and [2] are presdrih Table 2. All the estimates include country
and year fixed effects. Our main interest is tlze ,ssign and statistical significance of the caedfit
of B3 that represents the average difference in thegeghambank risk-taking between countries that
adopted NIRP and countries that did not (denotdatientable as NIRP-effect). For our variable of
interest, we incrementally introduce a set of adntariables in order to capture heterogeneity agmnon
banks.

[Insert Table 2 herg]

The baseline result of column 1 of Table 2 excluakthe control variables. The coefficient of NAR
is sizeable, negative and statistically significant% level, indicating that countries in whicimtal
bank implemented NIRP experience a decline in theuat of risky assets on their balance sheets of

around 10% in comparison with countries where etrianks did not follow this policy. The

%; where ROA is the return on assets for the
bank i at the time t, EA is the ratio of equityttdal assets ansROA) is the standard deviation of return on assets

22 Among others, Boyd and De Nicolo (2005); Jimérteal.(2013); Kick and Prieto (2015) analyze inpléee effect of
competition on bank risk-taking.

23\With the same purpose, we also use as additiestdite well know Lerner Index. For both indicatalata are obtained
from the World Bank Global Financial Developmentdkmse.

24Data for HHI Index are obtained from authors’ cédtion

21 Z-score can be summarized by the following equatip, =
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interpretation of this result can be twofold. Firby increasing the supply of excess reserves,
unconventional monetary policies such as QE (stan@015 in Europe) provide banks with excess
liquidity. Thus, as captured by our dependent \efd, the excess liquidity has been used to buy
safe rather than risky assets. Second, the maino&iNIRP, is to provide further stimulus to a
constantly weak economy (in Europe) raising inflatexpectations and boosting credit demand and
supply (Jobst and Lin, 2016). However, deterioratedtroeconomic as well as bank balance sheet
conditions can have limited the potential bendfiisn exceptionally favourable financing condition
in NIRP countries. Hence, in a period with slow mmmic recovery, high firms’ mortality rates as
well as negative (or low) interest rates banks tpgbfer to invest in safe assets such as governmen
bonds (excluded in the computation of the riskyetsssneasuré). Furthermore, the preferred
regulatory environment of government bof{dsould have strengthened this behaviour allowing
banks to treat sovereign bonds as “risk-free” fpital requirements purposes.

The baseline result holds-up well in the face dfcaintrol, with the coefficient (NIRP-effect)
strengthening when we introduce the control vaeighl The control variables are mostly statistically
significant at the conventional level and with sigdine with the literature on bank risk-takingze

is negatively related with the amount of risky asse banks’ balance sheet suggesting that larger
banks have better diversified portfolio, manageskalls and lessen funding condition that reduces
risk-taking. E/TA enters in the regression with negative sign andtimatatistically significant.
Leveraged banks act as risk-loving agents as thefeprisky investments carrying a higher private
payoff in case of positive outcome but large loseesase of failure. Furthermore, leveraged banks
have less “skin-in-the game” and can be motivateghtmble for resurrection when the level of capital
is low leading to stronger risk-taking incentiveeturn on asset®QA) is positive and statistically
significant at the conventional level suggestirag thore profitable banks are the ones that takeshig
risks. As expected liquidityliquidity) shows negative sign indicating that less liquechks take
greater risks than liquid banks. Arguably, liqugbets are the ones carrying lower level of risk and
returns as they can easily be liquidated when rieddence, risk adverse banks hold a substantial
amount of liquid assets in their balance sheetslly, while the funding structure is negative bat

25 Our dependent variable is intentionally computelbok at the relative composition of risk asseid safe assets (cash,
government securities and due to banks).

26 To gain further insight into this possible bankimghaviour, we run a difference-in-differencesest whether in the
years after NIRP there has been an increase ipufehase of government bonds for the treated bsngemparison
with the control group. For this exercise, theaatf government bonds on total assets is our viariabinterest. The
result shows that NIRP-affected banks experienceth@ease in the purchase of government bondsnmparison to
those banks not affected by the policy. This iBrie-with the study of Altavilla et al (2016) sugtieg a very high degree
of substitutability between lending and sovereigrnimy ditressed period and weak economic prospects.

2" The Basel framework assigns zero risk weightséwereign exposures within the EU.

28 As suggested by Roberts and Whited (2013), a ldispeepancy of the treatment coefficient with avithout controls
should raise a “red flag”.

13



statistically significant, business model showspassign suggesting that bank privileging noneor
activities such as investment banking, venturetagprading activities and securitization havehag

amount of risky assets.

5.1 Capitalisation, size and competition

In order to corroborate our baseline results, we auset of additional tests in a difference-in-
difference framework to specifically take in accosome banks-specific features whose impact can
be meaningful in assessing the risk-taking incestiin a negative interest rates environment.
According to the capital channel model proposedviay den Heuvel (2002), we first check the
possible different response to the adoption of treg@nterest rates assessing separately weakly and
strongly capitalized banks. Following Borio and Geaworta (2016), we define as low and high-
capitalized respectively the banks whose totaltahpatio is in the bottom and in the top 10th
percentiles of the capitalization distribution. Acding to this view, the results presented in Pénel
and B of Table 2 show a non-linear effect of NIRPl@ank behaviour. In-line with our baseline
findings, the NIRP coefficient for under-capitalizeanks is negative and statistically significdist.
magnitude, however, suggests a sensible largectdtfelow-capitalized banks, characterized by a
decrease in risky assets that is more than dohbbleestuction previously documented for the whole
sample. Our findings appear to contradict the “skithe game” effect, proposed by De Niceto

al. (2010), suggesting that weakly capitalized barsdtsgreatly hamper the monetary stimulus since
they face greater impediments to increase riskgtasgcause of the difficulties in meeting the tedpi
requirements. In periods characterized by sevdfieudiies to boost capitalization via both equity
issues or retained earnings, poor capitalized baaks be indeed encouraged to improve their
soundness by reducing their risk-weighted exposiireugh a deleveraging process in order to
improve the corresponding capital ratios (Jiméetea., 2010), further amplifying the pro-cyclical
effects of the credit supply.

Conversely, over-capitalized banks show a stromgesse of risky assets after the adoption of
negative interest rates as they have large cdpitédrs to do so (Gambacorta and Shin, 2015). Hence
well-capitalised banks are better able to realltiaeir resources toward riskier and more proféabl
investments in order to compensate the negatieetedf NIRP on profitg®.

22 We have already mentioned the negative impaaiwfriegative interest rates on bank profits. Oveaalt results are
in-line with the strand of the literature the dealth the relation between capitalization and ttisking. Among others,
Gambacorta and Mistrulli (2004), EBA (2015), KimdaBohn (2017), widely prove that over-capitalizedks are more
willing to increase risk-taking thanks to theirdar capital buffers that allow them to bear lossssd keeping high levels
of capital at the same time.
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This result has also important policy implicati@ssit highlights the key role played by bank cdpita
in the transmission mechanism of monetary polioyah environment characterized by difficult
macroeconomic conditions and by negative inter@sisy which exacerbates the pressure on banks
profitability, only well-capitalized banks can imase risk-taking. The impact of buffers above the
minimum capital requirements is then twofold. Finshder-capitalized banks experience a direct
impact due to the considerable difficulties in eiging to issue new equity, both in terms of audda
amount and cost of equity. Second, as argued hyetya. (2014), poorly-capitalized banks face,
especially in crisis phases, severe constrairteyims of wholesale funding due to the greatanesty

of capital by wholesale depositors that, in tufasor mostly capitalized banks, which can then
benefit from a more stable source of funding.

Panel D shows that the contradictory effect of BHBP is more pronounced for larger banks, i.e.
banks with an amount of total assets above theanediccording to the large literature that deals
with income structure and diversification opportigs (see, among others, Altunbas et al., 2018),
larger banks are characterized by wider opporemitd support profitability, which allow them to
easily switch from the traditional granting of I@ato cross-selling activities in attempting to oos
fee and commission incomes. Furthermore, the higlfieciency gained thanks to the greater
economies of scale and scope and the lower depeadenretail deposits, which allow them to
benefit from a lower cost of wholesale funding €8adnd Saurina, 2002), further limit their inceasiv

to shift to riskier assets in a negative interest.

Following previous studies that broadly show theaniegful effect of the market structure on the
transmission speed of monetary policy (Sorenservéacher, 2006) and on the corresponding bank
risk-taking (Boyd and De Nicolo, 2005), we expreshi assess the impact of NIRP according to the
different competitive conditions in each bankingsteyn. Through using Boone indicator, we
distinguish between competitive (below the medianil non-competitive markets (above the
median), splitting the sample for both treatmertt eontrol groups. The results reported in panel E
and F further confirm the discordant effect cauggdhe NIRP adoption according to the different
market conditions. As suggested by the model prghdr/ Brunnermeier and Koby (2017), our
findings indicate that the greater market poweowsj by the banks in non-competitive markets
limits the conflicting effects caused by negatinterest rates. The lower pressure on interest margi
due to the lower competitiveness and the abilitgttarge higher rates over the marginal costs (Turk
Ariss, 2010), along with the opportunity to betéssess the borrowers’ creditworthiness and keep
higher credit standards can indeed trigger a partfebalancing towards risky assets, such as to
support banks’ profitability. Although not stattsdily significant, the impossibility to increasesth
mark-ups on the interest rates seems to penalideshmperating in more competitive markets, since
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unable to offset the effects caused by negativerest rates, partially stifling the monetary policy

transmission mechanism.

Conclusion

After the global financial crisis, a new era in @ahBanking has started: a wide range of so-called
unconventional tools have been implemented indbefew years. Growing attention has been paid
to the implications between financial stability astdong accommodative monetary policies. In this
paper, we proposed a first assessment of the ingdaoegative interest rate policies adopted by
Denmark, Hungary, Japan, Norway, Sweden, Switzeérand the Euro-area on bank risk-taking.

By observing the change in the amount of riskytasstained by banks, our diff-in-diff methodology
shows that banks seem not increase the risk afpbetifolio after NIRP started. On the contraryr ou
variable points out a reduction of risky assetaround 10%. According to this result, it seems that
monetary policy alone is not enough to change lomtiaviours.

It is important to mention that, while interestesiapproached zero (and beyond), at the same time
big changes happened in banking regulation aftexeBa introduction. New and higher capital
standards were emanated binding banks strategies dapital conservation prospective while
liquidity ratios were adopted imposing banks toale retain an amount of high quality liquidity
assets. As shown by Table 3, only banks well chpeta increased their risky assets demonstrating
that a tight regulation could preserve financiabgity, but, at the same time, could damage ecooom
recovery preventing banks to concede more loangdbeconomy. This suggests (once again) a
needed integrated work among regulators and paofiakers.

Moreover, it is more likely that banks increasé-tisking in a non-competitive environment, where
the financial institution can more easily acquirarket share and generate extra-profits. At the same
time, larger banks seem to reduce their risky asseire than others, probably due to their lower
dependence on retail deposits and because theiab@v them to diversify their business towards
fee-generator financial services.

In conclusion, we tried to contribute to a greabate arguing that, based on our work, NIRP does
not affect bank risk taking positively but ratheiseems to have an opposite effect: the health of
banking system (as appointed, among the othersDéyNiccolo et al. 2010) as well of the

macroeconomic environment appear to have a strafifgat on banks’ attitude.
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Table 1. Descriptive statistics

TREATMENT

Pre-NIRP NIRP Period
Variables Obs. Mean Std. Dev. Min M ax Obs. Mean Std. Dev. Min Max
Bank Risk Measures
A Risky assets 355 -0,01 0,23 -2,22 1,01 3221 -0,09 0,16 -0,22 84,0
Z-score 8990 54,91 47,76 6,88 147,11 8040 58,85 48,97 6,88 147,11
Bank Balance Sheet and Banking I ndustry Data
Size 9048 13,76 1,55 11,51 16,32 8138 13,74 1,54 11,51 6,321
Equity 9046 9,77% 4,81% 3,56% 19,49% 8136 9,95% 4,57% 98,56 19,49%
Tot. Capital Ratio 5883 17,85% 4,75% 12,30% 27,53% 5700 16,60% 4,73% 2,30% 27,53%
Roa 9025 0,42% 0,42% 0,02% 1,41% 8108 0,42% 0,41% 0,02%  0,41%
Liquidity 8570 23,22% 20,73% 5,27% 70,16% 7755 22,66% 20,61% 5,27% 70,16%
Funding structure 8217 0,62% 0,21% 0,20% -0,84% 7465 0,64% 0,20% %,20 0,84%
Income structure 8725 6,92% 6,32% 0,15% 20,17% 7881 7,02% 6,31% %,15 20,17%
Lerner 10364 0,15 0,92 0,0 0,43 10092 0,17 0,08 0,67 0,41
Boone 10364 -0,03 0,91 -0,55 0,14 10092 -0,04 0,10 -0,64 0,14
HHI 10364 890,51 564,84 464,33 4237,49 10092 855,80 ,4936 453,24 3777,27
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CONTROL

Pre-NIRP NIRP Period
Variables Obs. Mean Std. Dev. Min M ax Obs. Mean Std. Dev. Min Max
Bank Risk Measures
A Risky assets 1147 0,04 0,19 -1,93 1,25 1589 0,04 0,24 -1,85 2,82
Z-score 4795 30,54 22,62 3,87 69,50 4422 32,41 23,26 3,86 9,506
Bank Balance Sheet and Banking I ndustry Data
Size 5008 14,38 0,93 11,60 17,63 4650 14,42 2,00 11,60 7,631
Equity 5006 15,40% 11,65% 4,76% 42,15% 4648 15,63% 11,59% 4,76% 42,15%
Tot. Capital Ratio 2772 17,34% 4,52% 12,30% 27,03% 2647 17,30% 4,62% 2,30% 27,03%
Roa 4811 0,99% 0,96% -0,28% 2,96% 4457 0,97% 0,93% 890,2 2,60%
Liquidity 4342 28,77% 31,81% 2,35% 98,46% 4039 28,89% 31,91% 2,35% 98,46%
Funding structure 3350 0,69% 0,20% 0,23% 0,88% 3185 0,70% 0,21% 0,23%  0,88%
Income structure 4662 2,74% 2,31% -0,40% 7,02% 4316 2,91% 2,32% 0906,4 7,02%
Lerner 22878 0,32 0,47 0,1 0,44 22522 0,33 0,03 0,16 0,42
Boone 23300 -0,39 0,04 -0,44 0,22 22944 -0,04 0,04 -0,41 0,21
HHI 23300 359,10 275,87 254,84 2166,44 22944 334,27 , 7941 249,63 2174,46

Where: A Risky assets is the yearly growth rate of risksets i.e. the difference between total assetsasll, government securities and advances to o#imispZ-

score is the ratio of return on assets and equitgtal assets on the standard deviation of resarassets; Size is the natural logarithm of batdd &sset; Equity is the
ratio of bank equity to total assets; Tot. CapRatio is the of Total Capital (Tier 1 + Tier 2)risk-weighted assets; ROA is the yearly net incomiotal asset ratio;
Liquidity is the ratio of liquid assets to retadmbsits and short-terms funding; Funding strudtutke ratio of bank deposit funding to total liélds; Income structure is

the ratio of non-interest income to total incomé]ltk the Herfindahl-Hirschman index at countrydév_erner is the Lerner index at country level,oBe is the Boone

indicator at country level.
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Table 2. NIRP and risky assets

Grisky(1) Grisky(2) Grisky(3) Grisky(4) Grisky(5) Grisky(6) Grisky(7)
NIRP-effect -0.0981 %+ _0.101%** -0.0990% -0.113%* 0.117%* -0.120%* 0.119%*
(0.0144) (0.0145) (0.0146) (0.0144) (0.0143) (0.0144) (0414
Size -0.00351 -0.00824*** -0.00789%** -0.00842*** -0.0@ *+* -0.00949***
(0.00220) (0.00222) (0.00218) (0.00214) (0.00231) 0.04235)
E/TA -0.00457** -0.00683*** -0.00722% -0.00631** -000651***
(0.00114) (0.00125) (0.00149) (0.00147) (0.00147)
ROA 0.0463%* 0.0456%** 0.0453%** 0.0494%+*
(0.00865) (0.00889) (0.00912) (0.00967)
Liquidity -0.000357 -0.000694** -0.000660*
(0.000310) (0.000350) (0.000350)
Funding str. -0.0257 -0.0286
(0.0297) (0.0304)
Business mod. 0.00127*
(0.000706)
Country-FE Y Y Y Y Y Y Y
Year-FE Y Y Y Y Y Y Y
N.banks 2731 2731 2731 2701 2683 2601 2579
N.Obs 6312 6312 6311 6206 6173 5991 5945
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Table 3. Risky assets, capitalisation, size andpatition before and after NIRP

Griskyass (1)
Panel A. Undercapitalised banks (<10th percentile)
Nirp-Effect -0.2180***
(0.0632)
N.banks 41
N.Obs 60
Panel B. Overcapitalised banks (>90th per centile)
Nirp-Effect 0.5440**
(0.1140)
N.banks 67
N.Obs 104
Panel C. Small Banks (under median)
Nirp-Effect -0.1060
(0.0967)
N.banks 991
N.Obs 1710
Panel D. Large banks (over median)
Nirp-Effect -0.1150%**
(0.0180)
N.banks 1770
N.Obs 3941
Panel E. Non-Competitive markets
Nirp-Effect 0.0858**
(0.0345)
N.banks 1985
N.Obs 3734
Panel F. Competitive markets
Nirp-Effect -0.0312
(0.0313)
N.banks 729

N.Obs 1844




APPENDIX

Table Al. Time of Adoption of NIRP.

Country NIRP adoption date
Austria June 2014
Belgium June 2014
Denmark July 2012
Estonia June 2014
Finland June 2014
France June 2014
Germany June 2014
Greece June 2014
Hungary March 2014
Ireland June 2014
Italy June 2014
Luxembourg June 2014
Netherlands June 2014
Norway September 2015
Portugal June 2014
Slovakia June 2014
Slovenia June 2014
Spain June 2014
Sweden February 2015
Switzerland January 2015

Table A2. NIRP and Sovereign Bond Holding

Gov.Bond
NIRP-Effect 0.00620***
(0.00106)
Year-Fe Y
Country-FE Y
N.Banks 3368
N.Obs 9303
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